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Abstract

The transient interactions of proteins and other molecules with much larger struc-

tures, such as synthetic or biological nanoparticles, lead to certain types of enhanced

nuclear magnetic resonance (NMR) spin relaxation effects, which can be accurately

measured by multidimensional solution NMR techniques. These relaxation effects pro-

vide new information about the nanostructures and the protein, their interactions,

internal dynamics and associated kinetic and thermodynamic parameters, such as ex-

change rates and populations. Although theoretical treatments exist that cover either

the fast or slow exchange limits, a theoretical treatment that applies to all practically

relevant exchange processes is still missing. A unified theoretical framework is presented

for this purpose based on a stochastic Liouville equation (SLE). It covers nuclear spin

dynamics, overall rotational diffusion of both the protein and the nanostructure, the

exchange process between a free and a bound state, and internal protein dynamics. Al-

though the numerical implementation of the SLE typically involves large matrices, it is

shown here that it is computationally still tractable for situations relevant in practice.

Application of the theory demonstrates how transverse relaxation is substantially im-

pacted by the kinetics of binding on a wide range of exchange timescales. It is further

shown that when exchange occurs on the appropriate timescale, transverse relaxation is

able to report on internal dynamics far slower than observable by traditional transverse

relaxation experiments. The SLE will allow the realistic and quantitative interpretation

of experimental NMR data reporting about transient protein-nanoparticle interactions,

thereby providing a powerful tool for the characterization of protein dynamics modes

on a vast range of timescales including motions that may be functionally relevant.
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INTRODUCTION

In living organisms, biological molecules including biomacromolecules, such as proteins or

nucleic acids, interact with the complex chemical environment inside and outside of cells.

These nanostructures can be much larger than the biological molecule itself, i.e. in the tens

of nanometer range or beyond, for example in the form of a cell membrane, a ribosome, or an

organelle, and hence they can undergo much slower rotational diffusion in solution or even

have a static orientation. The situation is fully analogous if the nanostructure is synthetic

in nature, such as an inorganic nanoparticle. Molecule-nanostructure interactions can be

permanent or transient with sizeable kinetic on and off exchange rates. In either case, such

interactions can be biologically important. However, the experimental characterization of

transient interactions is challenging due to the often elusive nature of the bound state.

From a solution nuclear magnetic resonance (NMR) spectroscopic perspective, a molecule

with long-lived interactions with large particles will have a very large spectral linewidth

accompanied by low sensitivity impeding the direct observation of such complexes. However,

in case that these interactions are transient, experiencing sufficiently rapid exchange, and

have bound populations of the order of a few percent or even smaller, the resulting protein

NMR spectra will still have a solution-NMR like appearance with high spectral resolution

and good sensitivity. At the same time, these spectra encode unique information about

properties of the nanostructure, the exchange process, and the protein molecule itself. In

the following, we will refer to the observed species simply as “molecule” or “protein” (P)

and the larger nanostructure with which it interacts as “nanoparticle” (NP).

NMR has a long history in harnessing information about molecules and their properties

when undergoing exchange between a free state and a bound state. Such NMR techniques

include the transferred NOE,1–3 enhanced water relaxation through exchange,4,5 saturation

transfer difference (STD) NMR,6,7 chemical exchange saturation transfer (CEST),8,9 param-

agnetic relaxation enhancement,10,11 or dark state exchange saturation transfer (DEST).12,13

We recently introduced nanoparticle-assisted spin relaxation (NASR) of proteins, which al-
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lows one to characterize the internal protein dynamics on a much wider range of timescales

than previously possible by standard NMR spin relaxation methods.14,15 At the exam-

ple of a 15N spin, by measuring the difference between transverse spin relaxation rates

∆R2(
15N) = R2,ex(

15N)–R2,P (15N) in exchange with and absence of nanoparticles, a gen-

eralized S2 order parameter could be be extracted for each protein resonance that reports

on internal protein dynamics. The S2 value obtained in this way is similar to that from

a standard-model free analysis,16 except that it reports on a much larger range of internal

timescales from ps to µs, depending on the size of the nanoparticle. By contrast, model-free

analysis applied to a set of standard NMR spin relaxation experiments measured in the ab-

sence of nanoparticles reports about internal dynamics on timescales from ps to low ns only,

because internal motions on timescales that are of the order of or slower than the protein

rotational diffusion correlation time, τP , become undetectable.

A thorough theoretical description of the effect of exchange phenomena on transverse

relaxation, such as NASR, requires the proper mathematical treatment of such dynamics

processes from both a spin dynamics and a lattice dynamics point of view. The Bloch-

McConnell (BM) equation17 is the most commonly used approach to describe the magnetic

resonance properties of a molecule that is undergoing exchange between two states, bound

vs. free, that have the same chemical shift but different R2 relaxation times due to differ-

ences in the rotational diffusion correlation times (for reviews of BM, see13,18). The BM

approach relies on the assumption that exchange is slow enough that it does not affect the

R2 relaxation times of each of the two states themselves, only their averaging properties,

allowing one to treat the problem as kinetic exchange between two (or more) Bloch matri-

ces. Moreover, the relaxation processes giving rise to R1 and R2 of the individual states are

assumed to fall into the Redfield regime, i.e. their correlation times are much faster than

the relaxation-active interactions or the relaxation times 1/R2, 1/R1, although the physical

nature of the relaxation mechanism (dipolar, CSA, quadrupolar, etc.) is usually not spec-

ified. An alternative approach was introduced by Wong, Case, and Szabo (WCS),19 where
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an analytical time-correlation function was derived that describes a molecule undergoing the

aforementioned exchange between two states. In contrast to BM, the WCS approach assumes

that exchange occurs entirely within Redfield relaxation theory, and as such can be captured

within the Bloch-Wangsness-Redfield time-correlation function framework. The dependence

of ∆R2 on kex of the BM and WCS approach is depicted Figure 1 (dashed lines). It shows

the complementarity of BM and WCS covering either the exchange regime in the slow (BM)

or fast exchange limit (WCS). However, neither approach is accurate in the intermediate kex

regime and in the limits of slow and fast exchange the two approaches give divergent results.

Here, we introduce a unified theoretical treatment that is capable of accurately handling

all exchange timescales and all overall tumbling correlation times. It is based on the solution

of a stochastic Liouville equation (SLE).20 SLE in different forms have previously found a

number of useful applications in magnetic resonance.21–31 Here, we present a SLE that simul-

taneously couples differential equations describing the following processes in spin and real

space: (i) spin dynamics described by the Liouville-von Neumann equation,32 (ii) two tum-

bling spherical tops described by their rotational diffusion differential equations,1,33 (iii) the

stochastic chemical exchange between the free and bound states, and (iv) internal dynamics

by intramolecular multi-site exchange.34–36 Although computationally more expensive than

both BM and WCS treatments, the absence of certain important assumptions in the SLE

treatment makes this approach more general than previous treatments thereby covering the

more restricted applicability ranges of BM and WCS.

The type of predictions over a large parameter range made possible by the SLE is illus-

trated in Figure 1. It shows ∆R2(
15N) for a small protein (∼9 kDa, tumbling correlation

time τP ∼= 4ns) in free solution in exchange with a nanoparticle-bound state, at 1% bound

population, as a function of the exchange rate constant kex = kon + koff as predicted by

BM, WCS, and SLE treatments. As can be seen, SLE accurately reproduces the analytical

relaxation behavior obtained from BM for exchange rates kex below roughly 104 s−1 and it

also coincides with the relaxation properties obtained from WCS for exchange times above
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105 s−1, thereby bridging the application regimes of the two approximate treatments. The

figure shows how in the intermediate exchange regime between 104 s−1 and 105 s−1, both

approximate treatments significantly deviate from the exact SLE results.

In the following sections, the SLE will be introduced in mathematical detail before it is

applied to various scenarios to provide an understanding of the spin relaxation effects for

different regimes of model parameters that describe the protein, its internal dynamics, and

its exchange between a free state and a bound state on the surface of a slowly tumbling

nanoparticle.

THEORY

The time evolution of a spin ensemble can be described by the Stochastic Liouville Equation

(SLE) given by

∂tρ̂(Ω, t) = −ı ˆ̂L(Ω)ρ̂(Ω, t) + Γ̂ρ̂(Ω, t) (1)

where ρ̂(Ω, t) is the deviation of the ensemble-averaged density operator from its thermal

equilibrium at time t of a spin ensemble of a protein with orientation of the molecule Ω

specified by the 3 Euler angles (α, β, γ).
ˆ̂
L(Ω) is the Liouville commutator superoperater,

which describes the unitary evolution of spins under the Hamiltonian that may depend

on orientation Ω, and Γ̂ is the stochastic diffusion operator which describes the random

orientational motions of the nuclei of the spins in real space. The SLE deals with orientational

space because all relevant stochastic NMR spin interactions considered here, which are the

magnetic dipole-dipole (DD) coupling, the chemical shift anisotropy (CSA), and electric

quadrupole coupling (QC), only depend on the orientational but not on overall translational

effects.

For the mathematical representation, we choose the Wigner D-matrices D(l)
k,m(Ω) as the

basis set of orientational space.29 This basis set is convenient for expanding the Liouvillian,
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since the isotropic and the anisotropic parts of the spin Hamiltonian can be expressed by

the l = 0 term (Larmor precession, isotropic chemical shift and scalar J-couplings) and

l = 2 terms (DD, CSA, QC), respectively. We capture the isotropic part by
ˆ̂
Hiso and the

anisotropic part by
ˆ̂
Qk,m so that the Liouvillian can be expressed as

ˆ̂
L(Ω) =

ˆ̂
Hiso +

2∑
k,m=−2

D(2)
k,m(Ω)

ˆ̂
Qk,m (2)

We also expand the superoperators across an orthonormal spin basis B̂α by use of the trace

metric:32

Hiso,α,α′ = Tr(B̂†α[Ĥiso, B̂α′ ]) Qk,m,α,α′ = Tr(B̂†α[Q̂k,m, B̂α′ ]) (3)

We assume isotropic spherical tumbling in solution for both the free protein and the nanopar-

ticle. The rotational diffusion operator Γ̂ with rotational diffusion constant D then has

eigenvalues and eigenfunctions1,37

Γ̂D(l)
k,m(Ω) = −Dl(l + 1)D(l)

k,m(Ω) (4)

The assumption of isotropic spherical tumbling can be relaxed to accommodate anisotropic or

non-spherical tumbling,37 although at an increased computational cost.38 When the density

matrix is also expanded:

ρ̂(Ω, t) =
∞∑
l=0

l∑
k,m=−l

∑
α

p
(l)
k,m,α(t)D(l)

k,m(Ω)B̂α (5)

where α extends over the entire spin basis B̂α, we may use the Clebsch-Gordan coefficients

CJ,M
j1,m1,j2,m2

and their orthogonality properties to yield the computationally solvable differen-

tial equation below, where it is implicitly assumed that invalid Clebsch-Gordan coefficients
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are zero:

∂tp
(l)
k,m,α(t) =

l+2∑
l′=max{l−2,0}

l′∑
k′,m′=−l′

∑
α′

(
− ıHiso,α,α′δl,l′δk,k′δm,m′

− ıC l,k
2,k−k′,l′,k′C

l,m
2,m−m′,l′,m′Qk−k′,m−m′,α,α′ −Dl(l + 1)δα,α′δl,l′δk,k′δm,m′

)
p
(l′)
k′,m′,α′(t) (6)

Next, we include exchange between the protein in its free state and the nanoparticle-

bound state. For this purpose, we double the orientation space by means of a direct sum

with one half assigned as “P” and the other half as “NP”. The diffusion operators between

the two subspaces are then coupled with on-and off-rate constants, kon and koff (note that in

practice kon is a pseudo first-order rate constant derived from the second order rate constant

k′on via kon = [NP]k′on). This yields two sets of coupled differential equations:

∂tp
(l)
k,m,α,P (t) =

∑
l′,k′,m′,α′

(
− ıHiso,α,α′δl,l′δk,k′δm,m′ − ıC l,k

2,k−k′,l′,k′C
l,m
2,m−m′,l′,m′Qk−k′,m−m′,α,α′

−DP l(l + 1)δα,α′δl,l′δk,k′δm,m′

)
p
(l′)
k′,m′,α′,P (t) + koff p̂

(l)
k,m,α,NP (t)− konp̂(l)k,m,α,P (t)

∂tp
(l)
k,m,α,NP (t) =

∑
l′,k′,m′,α′

(
− ıHiso,α,α′δl,l′δk,k′δm,m′ − ıC l,k

2,k−k′,l′,k′C
l,m
2,m−m′,l′,m′Qk−k′,m−m′,α,α′

−DNP l(l + 1)δα,α′δl,l′δk,k′δm,m′

)
p
(l′)
k′,m′,α′,NP (t) + konp̂

(l)
k,m,α,P (t)− koff p̂(l)k,m,α,NP (t) (7)

This equation can be easily generalized by allowing for any number of states {s} and al-

lowing the Liouvillian to vary between these states. This generalized exchange model, given

explicitly below, can then be used for the treatment of internal dynamics by a lattice jump
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model and it allows the description of additional modes of exchange.

∂tp
(l)
k,m,α,s(t) =

∑
l′,k′,m′,α′,s′

((
−ıHiso,s′,α,α′δl,l′δk,k′δm,m′−ıC l,k

2,k−k′,l′,k′C
l,m
2,m−m′,l′,m′Qk−k′,m−m′,s′,α,α′

−Ds′l(l + 1)δα,α′δl,l′δk,k′δm,m′
)
δs,s′ + (ks′,s −

∑
s′′

ks′,s′′δs,s′)δα,α′δl,l′δk,k′δm,m′

)
p
(l′)
k′,m′,α′,s′(t)

(8)

This set of coupled linear differential equations is computationally solvable as a matrix

differential equation. When rewritten in this way, Eq. 7 becomes

∂tp(t) = Ap(t) (9)

where

A = −ıL⊗ I2 −

DP 0

0 DNP

+ I⊗K

and L is the Liouvillian in matrix form, DP and DNP are the diffusion operator in matrix

form, I2 is the 2×2 identity matrix, I is the identity matrix with the same size as L, and K is

the 2× 2 exchange matrix describing binding kinetics between the two states. The resulting

matrix A is quite large, non-Hermitian and not necessarily sparse unless the maximum lmax

is very large. An arbitrary system with nstate states, nspin spins, and with each spin having

spin-Ij will have size NA ×NA where

NA = nstate(

nspin∏
j=1

(2Ij + 1)2)(
lmax∑
l=0

(2l + 1)2) (10)

The second term in this equation is the spin-space contribution to the dimension of A and

the third term denotes the contribution of orientational space to A. For a 2-state, 2 spin-

1/2 system with lmax = 2, as would be appropriate for simulating protein backbone 15N

relaxation, the matrix has size 1120 × 1120. Similarly, for a 2-state, spin-1 system, such as
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deuterium 2H with lmax = 2, the matrix has size 630× 630.

The SLE as given in Eq. 9 is most conveniently solved by diagonalization of matrix A:

A = VΛV−1 (11)

where diagonal matrix Λ contains the eigenvalues on its diagonal representing the resonance

frequencies and relaxation rates of the corresponding spin dynamics eigenmodes, and the

corresponding left and right eigenvectors represent the density matrices of those eigenmodes.

As density matrix terms with l > 0 are experimentally not observable (since they represent

non-equilibrium lattice states), these portions of the left and right eigenvectors can be ignored

for relaxation analysis. Similarly, eigenpairs where the real part of the eigenvalue is very large

represent modes of relaxation that will quickly decay to equilibrium and can be discarded.

This leaves three much smaller matrices, one of which is diagonal, and allows the easy

extraction of relaxation rates.

There are two principle methods by which we can extract a relaxation parameter R(Â→

B̂), which is the rate of relaxation from starting density operator Â to final density operator

B̂. Both involve expressing Â and B̂ as normalized vectors a and b in Liouville space

as was done previously for the density operators p̂. The most straightforward way is by

simulating the NMR signal, as in Eq. 12. For many relaxation modes of practical interest,

it is known from experiments that they decay in good approximation mono-exponentially.

It is then possible to extract R(Â → B̂) by a numerical fit to the computed signal decay.

Alternatively, it is possible to fit the instantaneous change in the signal S(t) to determine

the rate of relaxation.

S(t) = b†VeΛtV−1a (12)

Relaxation rates can also be directly extracted from the eigenvalues given in Λ. Each eigen-

value in this matrix represents a mode of relaxation where the corresponding right eigenvector
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a is the starting spin state, and the corresponding left eigenvector b is the final spin state.

For many commonly used relaxation parameters, such as the transverse relaxation of an

15N − 1H system (without CSA) or a 2H system undergoing quadrupolar relaxation, de-

termination of the relaxation rate is trivial as the starting and observed density operators

can be found in the eigenvectors and correspond to the same eigenvalue. However, for some

cases this may not be as trivial. For example, a 15N− 1H 2-spin 1/2 system with a 15N CSA

no longer has N̂x (or N̂y, N̂+, etc.) as an eigenvector for determining R2. Instead, the rele-

vant eigenvectors correspond to the so-called TROSY line α and anti-TROSY line β,39 each

with its own eigenvalue. The transverse relaxation R2, along with the cross-correlated cross-

relaxation ηxy, can then be extracted from the sum and difference of the two eigenvalues,

respectively.

Intramolecular protein motions can affect spin relaxation in major ways. In fact, their

accurate characterization is often the main motivation to conduct NMR spin relaxation

experiments at the first place.40–42 Unlike the model-free analysis, which is the standard

method for the analysis of relaxation data within the Redfield regime,16 the representation

of internal motions in the SLE is necessarily model-dependent. A computationally efficient

way to account for these internal motions is an N-site lattice jump model that explicitly

includes a discrete set of conformational substates that are in dynamic exchange with each

other.34–36 In this case, the model is formulated using Eq. 8 with N substates with the same

ˆ̂
Hiso and Γ̂ but different

ˆ̂
Qk,m in accordance with the relative orientations of the N substates.

RESULTS

It is instructive to analyze the behavior of differential ∆R2(
15N) relaxation, depicted in

Figure 1, in some more quantitative detail. The figure compares the numerical results of a

set of SLE calculations with analytical BM and WCS results, whereby backbone R2(
15N)

relaxation rates were calculated in the presence (R2,ex(
15N)) and absence (R2,P (15N)) of

11



exchange with a slowly tumbling nanoparticle. The free protein, which is internally rigid,

tumbles isotropically with rotational correlation time 4 ns. The protein-nanoparticle complex

(bound state) tumbles isotropically as well but with a rotational correlation time of 1 µs

due to its much larger size (e.g. 20 nm diameter). Relaxation occurs only through the

magnetic dipole-dipole interaction to the amide hydrogen with a strength of 11.5 kHz, which

corresponds to a 15N − 1H bond length of 1.02 Å. Exchange occurs at a variable exchange

rate and a bound population of 1% with identical chemical shifts in the free and bound state.

Several features are notable. At exchange rates below 3× 101 s−1 and above 3× 107 s−1,

R2,ex(
15N) approaches R2,P (15N), i.e. ∆R2(

15N) → 0, reflecting the insensitivity of R2 to

the presence of nanoparticles. In the slow kex regime, this is due to the exchange occur-

ring slowly enough that the NMR signal decays bi-exponentially where the faster-decaying

component has a 1% amplitude decaying with R2,NP (15N), i.e. R2 of a molecule that is

fully bound to the nanoparticle, and a slower-decaying component with 99% amplitude that

decays with R2,P (15N). Because the fast decaying component has such a low amplitude

and broad linewidth, after Fourier transformation the observed peak is only 1% lower in

height than that of a protein in the absence of nanoparticles and for all practical purposes

is thus indistinguishable from R2 of a nanoparticle-free sample. In the very fast exchange

regime, the effective rotational diffusion constant is the population-weighted average of DP

and DNP , i.e. Davg = (1 − pb)DP + pbDNP ≈ DP leading to relaxation behavior that is

dominated entirely by the free state. In the slow-to-intermediate exchange regime covering

exchange rates from 3× 101 s−1 to 3× 103 s−1, ∆R2(
15N) significantly deviates from zero in

line with BM and at variance with WCS. Conversely, at exchange rates in the intermediate-

to-fast regime covering rates from 3×105 s−1 to 3×107 s−1, ∆R2(
15N) remains significantly

different from zero, consistent with WCS and at variance with BM. In the exchange regime

between these two regimes, i.e. the range from 3 × 103 s−1 to 3 × 105 s−1, neither the BM

nor WCS treatments are accurate as can be seen in Figure 1.

Similar types of behavior are observed for a variety of other situations as shown in
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Figure 2. They include systems with different tumbling correlation times of the free and

bound states, a near-static bound state, backbone 15N relaxation through both magnetic

dipole-dipole and CSA interactions, and quadrupolar relaxation of a 2H spin. The exact

range of the “intermediate regime” shifts depending on the overall interaction strength and

tumbling correlation times. In all examples, the BM and WCS offer excellent approximations

for the very slow and the very fast exchange regimes, but not vice versa, and both of these

treatments are inadequate for the intermediate exchange regime. These types of simulations

demonstrate the power of SLE to accurately cover the full range of exchange behavior and

they allow one to assess the limits of the applicability regimes of the complementary BM

and WCS treatments.

It is also notable that both BM (in the very fast limit) and WCS (in the very slow limit)

converge to

∆R∗2 = pb
(
R2,NP–R2,P

)
(13)

where R2,NP and R2,P are obtained using Redfield theory. In this “intermediate exchange

limit”, ∆R∗2 of Eq. 13 has been observed consistently to be an upper limit for ∆R2.

The effect of pb and τNP on ∆R2 is also of interest. As can be seen in Figure 3a, for

small correlation times τNP , ∆R2(
15N) scales linearly with τNP , then becoming asymptotic

as the bound state approaches the situation of being bound to a static wall. This behavior

holds most strongly for intermediate exchange rates and, as one would expect from the

above discussion, the bound state size has little impact for slow or fast exchange as long

as the bound state tumbles sufficiently more slowly than the free state. Figure 3b reveals

that, for a minor bound population (≤ 50%), the change in transverse relaxation ∆R2 and

longitudinal relaxation ∆R1 scales linearly with the bound population, and these states can

be normalized to be equal to the bound state population. The heteronuclear longitudinal

relaxation ∆R1 was found to be very weakly dependent on the exchange rate kex and bound

state correlation time τNP (not shown), which makes ∆R1(
15N) unsuitable to gain insights

into these parameters.
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Another useful observation is that transverse (and longitudinal) relaxation in the ex-

changing system were found to be monoexponential to high accuracy for all parameter sets

tested here. For illustration, several spectra have been generated in Figure 4a, in which all

simulated spectra are Lorentzian to high accuracy even when the bound population is size-

able. Spectra predicted by SLE are shown in Figure 4b for gradually increasing populations

when binding to a near-static wall (τNP = 1 ms). They demonstrate that the peak shape

is in good approximation Lorentzian up to 40% bound (i.e. the time-domain signal decays

monoexponentially), whereas at about 60% bound, the peak is clearly no longer Lorentzian,

and starting at 80% bound a solid-state type Pake pattern begins to emerge as expected.

Among the most useful biophysical information about proteins that can be gained from

NMR relaxation experiments is the amount of internal dynamics at individual protein sites

in the form of a site-specific Lipari-Szabo order parameter S2 and an internal correlation

time τint.
16 S2 is a measure of the motional restriction of the reorientation of a dipolar vector,

such as a 15N − 1H bond, whereby a low S2 generally reflects large amplitude motions and

vice versa. Within the SLE framework, we model internal motion stochastically as a 2-

site lattice jump that occurs independently of rotational diffusion and nanoparticle binding.

The resulting ∆R2(
15N) shown in Figure 5 are normalized with respect to ∆R2(

15N) of an

internally rigid system, ∆R2,norm = ∆R2(
15N)/∆R2,rigid(

15N). This means that a system

with S2 = 1 will appear as a horizontal line with ∆R2,norm = 1, whereas the presence of

internal motion (S2 < 1) will differentially scale ∆R2,norm depending on kex and τint, whereby

τP and τNP were kept fixed at their standard values of 4 ns and 1 µs. The normalized ratio

S2
app = ∆R2,norm is plotted along the y-axes of Figure 5. The figure depicts the interplay

between ∆R2,norm (S2
app) and S2, kex, and τint.

Several features in Figure 5 are notable. First, except for the numerical range of the y-

axes, corresponding curves of the same color across the panels are remarkably similar to each

other, which means that the actual order parameter S2 leads to an overall scaling independent

of τint. This behavior is analogous to a free protein for which S2 = R2,P/R2,P,rigid when τint
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is much faster than τP . In each panel, the curves can be partitioned into three distinct

kex regimes that show characteristic behavior in terms of the apparent S2 properties. For

very slow exchange rates (limit to left), S2
app approaches 1 independent of τint, which is a

consequence of ∆R2 = 0 for very slow exchange as discussed above. For very fast exchange

(limit to right), it can be shown that ∆R2 ∝ R2,P and, hence, S2
app overestimates the true

S2 when τint is near or larger than τP , which is akin to standard model-free analysis of

spin relaxation data of the free protein. However, neither of these conditions is particularly

relevant in practice as they both lead to very small ∆R2’s (provided that the difference

between τNP and τP is large) and, hence, are challenging to measure accurately.

Most interesting in practice is the behavior for intermediate exchange rates where ∆R2

is of significant size. In this case, the intermediate exchange limit of Eq. 13 roughly applies,

which means ∆R2 ∝ R2,NP . In this regime S2
app changes most significantly when τint ≈ τNP

as can be seen between the cyan and yellow lines. Therefore, in the intermediate exchange

regime, covering a broad range of kex values, through S2
app one can monitor internal dynam-

ics taking place on timescales τint far slower than accessible by traditional spin relaxation

experiments of free protein, which only extends from ps to ns (i.e. faster than τP ). As a

direct consequence, depending on the nanoparticle size, dynamics processes can be observed

with τint as long as µs or even beyond. This property of nanoparticle-assisted spin relaxation

has been exploited recently to study the presence or absence of internal protein dynamics

on the previously unchartered protein dynamics timescales from tens of ns to low µs.14,15

The kex thresholds that separate the different regimes follow consistent rules. The transi-

tion from the slow to the intermediate regime occurs at a kex range around the difference

R2,NP − R2,P . In contrast, the intermediate regime changes to fast around kex ≈ 1/τint.

Taken together, these conditions imply that S2
app is a good approximation for S2 as long as

R2,NP −R2,P < kex < 1/τint.

15



DISCUSSION AND CONCLUSION

The SLE provides a mathematically and physically rigorous framework for the accurate

computation of dissipative protein spin dynamics behavior under protein-nanoparticle in-

teractions on all practically relevant timescales of overall tumbling, exchange, and internal

motions and bound populations. The SLE is able to accurately reproduce the results from

existing approximate treatments of BM and WCS in the limits of the slow and fast exchange,

respectively. Furthermore, the SLE is able to quantitatively describe the applicability range

of these approximate treatments as shown in Figure 1. BM is valid as long as kex is much

slower than the stochastically modulated anisotropic spin interactions that give rise to spin

relaxation, while WCS is valid if kex is much faster. Furthermore, the location of the maxi-

mum of the ∆R2 vs. kex curve, and thus the exchange rate where relaxation deviates most

from either theory, is proportional to the anisotropic spin interaction strength. Notably,

this is also the region where nanoparticles have the greatest effect on transverse spin relax-

ation, and experimental data will be most sensitive to biophysical parameters of interest.

For the system of Figure 1, this regime encompasses exchange rates from 103 s−1 to 106 s−1,

which for pb = 1% corresponds to kon ≈ 101 − 104 s−1 and koff ≈ 103 − 106 s−1. For a

typical nanoparticle concentration of 1 µM , the optimal range of second-order binding rate

constants is then k′on ≈ 107 − 1010 s−1M−1.

A practical concern for the numerical implementation of the SLE is the size of the non-

Hermitian matrix that must be diagonalized. Eq. 10 shows the steep scaling of the matrix size

and associated computational costs, especially for larger spin systems or systems requiring

large lmax, as is the case in the vicinity of the static limit. Fortunately, there are several

ways to mitigate this problem. First, if the spin system geometry is axially symmetric (e.g.

a single dipolar interaction or an axially symmetric CSA tensor), the spherical harmonics

may be used instead of the Wigner matrices for the expansion of orientational space. If the

secular approximation is taken for all terms in the Hamiltonian, the number of accessible spin

terms may be significantly reduced depending on the relaxation pathway of interest. If taken
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in concert with axial symmetry of the spin system, then the k 6= 0 terms in the orientation

space also become trivial. These allow for high lmax at affordable computational cost such as

those needed for Figure 4b. Fortunately, for all systems ran for the examples shown in the

other figures, it was found that lmax = 2 is sufficient. This reduced the time needed for the

simulation of the SLE results shown in Figure 1 to 540 ms when run in Python 2.7 with the

NumPy library43 on a desktop computer using an Intel i7-7700 CPU and allowing NumPy

to utilize all 4 cores. In turn, the longest calculation, which is the one of the exchanging

system with internal dynamics of Figure 5, took 17 s. Indeed, for systems with anisotropic

Hamiltonian strength on the order of the N-H dipole-dipole coupling (11.5 kHz), it turned

out that lmax > 2 was only required for systems with τNP > 100 µs and pb > 0.4.

Because both ∆R2 and ∆R1 are monotonic with respect to τNP and linear with pb (see

Figure 3), their interpretation from experiment is relatively straightforward. However, the

more complex and non-monotonic dependence of ∆R2 on kex implies that the quantita-

tive extraction of kex may be ambiguous when only a single relaxation parameter, such as

R2(
15N), is available. Representative simulations demonstrate the quantitative dependence

of ∆R2 on both thermodynamic and kinetic parameters, including bound vs. free popula-

tions, exchange rate constant, rotational tumbling correlation time of the bound and free

states, and internal dynamics amplitude and timescale. Due to the increase of the number

of model parameters compared to relaxation studies of free protein, the interpretation of

experimental ∆R2 data can benefit from information from complementary sources, such as

the nanoparticle size, e.g. from dynamic light scattering (DLS), analytical centrifugation

(AUC), or transmission electronmicroscopy (TEM), from which τNP can be obtained with

reasonable accuracy based on the Debye-Stokes-Einstein relationship and τP from NMR ex-

periments of free protein. This still leaves several model parameters to be determined, which

can be achieved by ∆R2 measurements of other spins experiencing spin interactions of dif-

ferent strengths by utilizing that they will distinctly respond to kex. For biomolecules, these

may include relaxation processes involving 15N , 13C, and 2H spins.
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In this work, we assumed that nanoparticles are in good approximation monodispersed.

In practice, polydispersity of nanoparticles can be experimentally assessed by dynamic light

scattering or transmission electron microscopy. When necessary, a discrete size distribution

of nanoparticles can be modeled by extending the SLE to include separate nanoparticle

species with different tumbling correlation times, which however will concomitantly increase

the SLE dimension and associated computational cost.

Besides obtaining quantitative information about bound population and kex, which are

global parameters, ∆R2 measurements offer information about internal dynamics. They pro-

vide an unobscured view of internal motions for many atomic sites in a protein, both on the

backbone and the side-chains, taking place on a vast range of internal timescales from ps to

sub-µs, µs or even beyond that in the past have been very hard to access by NMR or any

other experimental method. At least some of these motions are expected to be biologically

important.14 From an experimental perspective, the read-out of S2 values is rather straight-

forward as it only requires the measurement of transverse spin relaxation rates, once in

the absence and once in the presence of nanoparticles in the intermediate exchange regime,

followed by global normalization of their difference. We have focused here on transverse

spin relaxation behavior, but the SLE is equally well applicable to other relaxation pro-

cesses, including homonuclear longitudinal relaxation and cross-correlated relaxation as well

as (semi-)selective saturation experiments, such as CEST and DEST, which have their own

specific dependencies on model parameters and, hence, can be useful for the complementary

experimental characterization of these parameters.
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Figure 1: Change in backbone R2(
15N) relaxation between a small protein with τP of 4 ns

tumbling correlation time undergoing exchange between its free form and a nanoparticle-
bound state with a tumbling correlation time τNP of 1 µs as a function of the exchange rate
kex with a constant bound population pb of 1%. Relaxation occurs exclusively through the
magnetic dipolar interaction with a directly bonded 1H spin with a coupling constant of
11.5 kHz. Relaxation profiles were computed by BM (red dashed line), WCS (blue dashed
line), and SLE (black line).
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Figure 2: Change in backbone R2 spin relaxation rate between a free protein and a protein
exchanging with a nanoparticle or static wall at 850 MHz 1H proton resonance frequency.
The system is the same as in Figure 1 except that (a) the protein is exchanging with a bound-
to-wall state, (b) the spin being observed is 2H undergoing quadrupolar relaxation with a
quadrupolar coupling constant of 167 kHz, (c) the free state has a rotational correlation time
of 200 ns, (d) the 15N spin experiences in addition to the magnetic dipole-dipole interaction
also a CSA of -173 ppm, (e) the bound population is increased to 5%, and (f) the N-H bond
vector is undergoing very fast internal reorientational 2-site lattice jump motion with an
order parameter S2 of 0.85. Panel (c) does not follow the common trend of ∆R2(

15N)→ 0
for fast kex because Davg ≈ DP no longer holds. Relaxation values were determined by BM
(red dashed), WCS (blue dashed), and SLE (black lines) treatments.
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Figure 3: Change in backbone R2(
15N) spin relaxation rate between a free protein and a

protein exchanging with a nanoparticle. (a) System is as described for Figure 1 except that
bound state correlation time τNP is varied whereby the exchange rate is kept constant at
3×104 s−1. Relaxation rates were computed by SLE (black). Also indicated is the predicted
relaxation value if scaled linearly with bound state rotational correlation time τNP according
to Redfield relaxation theory (red dashed line). (b) System is as described for Figure 1
except that the bound state population is varied (with constant exchange rate 3× 104 s−1).
Relaxation values for R2 (red) and R1 (blue) were determined by SLE.
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Figure 4: Peak shapes for a backbone 15N resonance as described for Figure 1. (a) The
exchange rate kex was fixed at 3 × 104 s−1 and the bound population was set to 1%. The
bound state correlation time was 0.1 µs (red), 1 µs (yellow), 10 µs (green), and 100 µs (blue).
(b) The exchange rate kex was fixed at 3× 104 s−1 and the bound state correlation time τNP
was set to 1 ms corresponding to a near static wall condition. The bound population was
1% (red), 40% (yellow), 60% (green), 70% (cyan), 80% (blue), 90% (magenta), and 100%
(black).
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Figure 5: Change in backbone R2(
15N) relaxation by the presence of internal dynamics as a

fraction of change, S2
app, in backbone R2 relative to an internally static system. The system

is otherwise as described for Figure 1 with a binding exchange rate of 3× 104 s−1. Internal
dynamics are modeled using a 2-site lattice jump with order parameter 0.75 (a), 0.5 (b),
and 0.25 (c) and internal correlation time 1 µs (yellow), 100 ns (cyan), 10 ns (blue), 1 ns
(green), and 1 ps (red).
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